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Nete: 1. Question 1 is compulsory

2. Answer any three out of remaining questions.

L o g S
Q1 A) i Design star & snowflake schema for ; ‘5Hatcl Oﬁcup‘ancy" conmd\enhg [10] :
dimensions like Time, Hotel, Room, etc. ra g ok
ii. Calculate the maximum number of base fﬁct tabte records for the values given
below: : : . :
Time period: 5 years

Hotels: 150
Rooms: 750 rooms in each Hetei (abdut 400 occupled m each hotel daﬂy)

Pl T

B) Explain Data mining as a step m KDD Gﬁrc thc arch1tec.ture o‘f typlcal data mmmg [10]
System. ' ; TR QAR L

————

Q2 A) The college wants to rccerd the marks for the coursas comﬁleted by students using [10]
the dimensions: a) Course, b). Student, ¢) Time & a tmeasure d)’ Aggregate marks.
Create a Cube and describe fﬂllo\mng ‘OLAP- operatwns, AT
i) Rollup i) Dnll\down m) Shqc 2 e A Dtce ' v) Pivot.

B) A simple example fmm ‘the stock market mvoivuig only dlscrete ranges has profit [10]
as catcgoncal attnbute wnth valueq {up, down} and the traming data is:

Age . ' Compeution .Type _ Pmﬁt o 3
Old-_‘.-f “[Yes | Software '-T-Down
Od. . |No . | Software - I Down  ~
o~ [No  |Hardware |Down = _
Mid | Yes | Software | Down
Mt | Yes o o | Hardware | Down

MidT o TN L | "Hardware | ¥p_

Mid  |No | Software | Up

New | Yes . | Software | Up

New - |:No = . ”.':I-Ia.rdware | Up
New'.;»,.-'-f No f Pl oftware Up o

Apply demsmn_yes,,aigomthm and it ' - ==

A) Why naive Baycsxan class;ﬁcatxon is called “naive™? Briefly outline the major ideas [10]
of Naive Bayesian classification.

-B) stcuss deferent steps involved in Data Pre-processing [10]

‘J} Explain. ETL of data warehousing in detail. [10]

Find clusters. usmg k-means clustering algorithm if we have several Ob_]ECtS [10]
(4 types of medicines) and each object have two attributes or features as shown in
the table below The goal is to group these objects into k=2 group of medicine
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based on the two features (pH and weight index).

Object | Attribute 1(X) Weight Index | Atiribute 2 )pH| ,

Medicine A 1 :
Medicine B 2
Medicine C 4 5

Medicine D 5

Q5 A) Explain Data Warehouse Architecture in detarl S : flOJ'_

B) A database has five transactions. Let rmmmum support 30% and mmxmum [10]
Confidence = 70%
i.  Find &l frequent patterns usmg AprmnA[gorlthm
ii.  List strong association rules. . - S :

l Transactmn Id Items

,__.____._ —— ol TR A N

E - 2?53@ 1 RSP
Q6 Write short note ¢ on tbe fo}iowxng (Answer any FOUR) 5 S [20)
&) Data warehouse design stzategxes : >

b) Apphcaflons éf Data M;mng
¢) Roleof: metadata :
d). Multuchmenswnal and multxlevel assocratlen mmmg

€) ermrchxcal ciustenng B

L T
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Time: 3 Hours (TQtamarl(s 30)‘ ooy
R Question no 1 is compulsory LTS
oy solve any 3 from Q2 to Q6
Indicate your answers with neat sketch wherever necessary ;
Ay, Q1. ATTEMPT ANY FOUR S OSSR S e
:- a) What do you mean by response time? Explain
¥ b) Explain three levels of processing in detail.
> e e c) State and explain different interview techmques
&] 3 d) Explain steps in constructing persona. -
0] e) How one can create a dialogue with interface user? Explam with apprgprmte
example. ‘ _
Q2 a) What are various type of windows? Explain g R T
b) What are three levels of users? Expfam how to accammodate them in uSer mterface
: : : : 10
Q3 a) What are various factors to be een&dered for User lnterface Desrgn'? Atso give
suitable example for the samie; .- .." ) 10
b) Differentiate between Qual‘tatwe and Quanﬂtatlve Research 10
Q4 a) What are vartous methodqlogles adopted‘furFeet!back and Guudance'? Explain in
detail. : o 10
] b) Explain Vanous Menus in Human Machme Interface" 10
Q5 a) What de you mean by Keyboard Accelerators? Expfam 10
b) Expiain Goai Dlrected Desngn Process in Detail 10
Q6 erte Shert Note on fo1lowmg j | ¥ : 20

.‘a; Dewce Based Controi
b) Screen Based Control
c). Stattstlcal Graphlcs ;
,d) Graph;es lcons and lmages &

2FEE6430A725D77A0463A14A53786A44
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1) Question no 1 is compulsory
2) Solve any three from re
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[Time: 3 Hours] [ Marks:80]

Please check whether you have got the right question paper.
N.B: 1. Question no 1 is compulsory
2. Attempt any three questions out of remaining five questions
3. Assume any suitable data wherever required but justify the same.

2. Define Machine Learning? Briefly explain the types of learning. 05
b. Whatis independent component analysis? 05
. What are the issues in decision tree induction? 05
d. What are the requirements of clustering algorithms? 05
a. The values of independent variable x and dependent value y are given below: 10

X Y

0 2

1 3

2 5

3 4

4 6

Find the least square regression line y=ax+b. Estimate the value of y when x is 10.

b. What are the steps in designing a machine learning problem? Explain with the checkers problem. 10

6DF82CSE0ADAT4A0273ED7F918433097

a. ForaSunBurn dataset given below, construct a decision tree 10
Name Hair Height Weight Location Class
Sunita Blonde Average Light No Yes
Anita Blonde Tall Average Yes No
Kavita Brown Short Average Yes No
Sushma Blonde Short Average No Yes
Xavier Red Average Heavy No Yes
Balaji Brown Tall Heavy No No
Ramesh Brown Average Heavy No No
Swetha Blonde Short Light Yes No
b. Whatis the goal of the Support Vector Machine (SYM)? How to compute the margin? 10
a. For the given set of points identify clusters using complete link and average link using agglomerative 10
clustering.
A B
P1 1 |
P2 | 15 | 1.5
P3 5 5
P4 3 4
P5 4 4
P6 3 3.5
5. What s the role of radial basis function in separating nonlinear patterns. 10
1
Turn over




a. Use Principal Compon

AT

=210+
4 3105

Q.P. Code :16172

b. What are the elements of reinforcement learning?

Write short notes on any two

b. Back propagation algorithm

C.

Logistic regression

Issues in Machine Learning

6DF82C5E0ADA74A0273EDTF918433097

ent analysis (PCA) to arrive at the transformed méﬁtrix-fpr'-t‘_be"_gi\ien matrix A. 10
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(3 Hours) [Total Marks 80]
| Q. 1. is Compulsory.
ii. Attempt any three from the remaining.
iii. Assume suitable data.
Q.1 (a) Explain what characteristics of Social Networks make it Big Data. 5)

(b) What do you mean by Jaccard Similarity? Illustrate with an example.  (5)
Describe any two applications that can use Jaccard Similarity.

(¢) Define concept of a Link Farm using a diagram. How does it lead to  (5)
Link Spam?

(d) What are the challenges of querying on large Data Streams? 5

Q.2 (a) What do you understand by BASE properties in NOSQL Database?  (10)
Explain in detail any one NOSQL architecture pattern. Identify two
applications that can use this pattern.

(b) Write Map Reduce Pseudocode to multiply two matrices. (10)
Ilustrate the procedure on the following matrices. Clearly show all the

steps.
T2
A=[2 1] -
3 4

Q.3 (a) For the graph given below show the page ranks of all the nodes after  (10)
running the PageRank algorithm for two iterations with teleportation
factor with Beta (p) value =0.8

(b)  Give two applications for counting the number of 1’s in a long stream of  (10)
binary values. Using a stream of binary digits, illustrate how the DGIM
algorithm will find the number of 1’s.

6DF82C5E0ADA74A0273ED7F9184AD10E




(a)

(b)

(a)

(b)

Q.P.Code: 40458

What do you mean by the Hadoop Ecosystem? Describe any three
components of a typical Hadoop Ecosystem.

Explain the following concepts with respect to world wide web
A. Topic Specific Page Rank
B. Bowtie structure of the Web

Explain the design of a recommender system used to recommend movies
to users. The recommender system should use Collaborative filtering.

Explain the CURE algorithm for clustering large datasets. Please
illustrate the algorithm using appropriate figures.

Explain the SON algorithm for Frequent Pattern mining. Illustrate how
Map Reduce can be used for implementing this algorithm

What is a “Community” in a Social Network Graph? For the following

graph show how the Girvan Newman algorithm finds the different
communities.
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