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Note: 1. Question 1 is compulsory

2. Answer any three out of remaining questions.

ok

Q1 A) Consider following dimensions for a Supennafkét haln Prodqct Store, Tlme\and [lﬂ]

Promotion. With respect to this business Scenario, _;a,nswcr thc follow quesnons
Clearly state any reasonable assumptions you make. :

(a) Design an information package dlagram f or.this busmess scénéno

(b) Design a snowflake schema for.. the dai& Wér ﬁ‘“use t:learly dcplctmg the fact >
table(s), Dimension table(s), their. atfnbufss andmcasures S

B) Consider the 5 transactions given below '.i

confidence is 80%, determutevthe ﬁeqtién
Apriori algorithm. PR W NN

Transaction |Ifems.

xmum support is 30% and\mm;mmn [10]
teznsets -and Aas$oc1ation rules:usmg

Q2 A) Consi“c_i;r”':é‘l"[_iatra"’wafeﬂduéé\ foraspprlmanufactunng company storing sales details [10]
of various Sports ‘equipments :sold; and the hme of the sale. Using this example
deseribe the. foIlmeg OLAP operatlons byl

2 ) Slice (11) Dme (111) Rollup (1v) Dnll Down_ ,(v) Pivot

B) What I data mmmg?‘ Descnl;e the sfeps -mvolved in the data mining when viewed [10]

asa process of- knoWledge discovery Present an example where data mining is
crucxai to success of busmess

Q3 A) What is Dxmensmn Mocfe]mg? What is slowl

y changing dimensions? How this [10]
problem Is salved‘? lee example

B) vaen 1s the trammg data for height classification, classify the tuple t= <Arvish, [10]
M, 1 97 > u,gmg Bayes;an classification.

Name : Gender Height Outpm
: 3 ....I"i“eéna-. g }7 "~ |1.6m |[Short
O [Mabesh M 2w T
e {Tina  |F 19m Medium|
S -*‘S.:'uget; F 1.8 m |Medium,
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Siya F 1.7m |Short

Vikram |M 1.85 m |Medium :

Lakshmi | F 1.6m |Short

Andrew |M 1.7m |Short

Henry M [22m |Tan :
Akhil  |M 21m |Tall

Lata F 1.8 m Mediumﬁ .

Sij  [M  |1.95m |Mediuml” _
e o il Med‘iu;in 8 o RN S e
Kriti  |F 1.8m |Medium Y i
Srishti | F wsm;”““"’ B KIS,

Q4 A) Differentiate between top-down \an," 'bott m-up: ‘ppma%ches for bulldmg data [10]
warehouse. Discuss the merits- and hmxtatloﬂS‘ Qf each approach Also exp]am the
practical approach for des;gnmg' 3 data 'wareho

B) What is clustering? Explaxn K mcans clusteaﬁg algonthmd P o
Suppose the data for clustenng is {2,4,0, 12,3, ‘0'11 25 5, 36 41, 14}.

Assuming number of clusters to b‘e 2i ie. K =2 clusterrthe glvern data using above
algorithm. : R SRR 7

[10]

Q5 A) Describe deferent steps of ETL (Extractlon Transfonnatmn and Loadmg) cycle in [10]
Data Warehousmg for a phannaceutncal company B
| [10]

[20]
a) Htera:chical C!ustermgAlgomhmy s

b) Metadata m Data Warchouse _
. ;c) Declslon tree Ciass:ﬁcanon ModeI o
'..---;d) SnaPShot and Transa‘ctxon table: e

T

S T T
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2. Attempt any 3 from Q2 to Q6. U RS Rl S
3. Indicate your answer with various sketches whenever neqes_’\sa,r-y:gl g Sg

QL. Attempt any four.

:;\..[201'_':‘.\- &y

(a) List pros and cons of any one modem_gi_éj_‘@'fé};«igiides'i‘gq of atufor\fbrkjds FE e ‘
(b) List techniques in qualitative researcll & (v @ 00 S TS S
(c) Differentiate between direct and indirect manipulation,

(d) Explain goal directed design in_.brief.jg'_

, (e)
Q2. (a)

Q3. (a)

Provide all factors of UT
innovative technologies. PR et
(b) Explain in details Gestalts pr;nc:pa} Sk

What are keyboard acceleratp_fﬁ?‘iikﬁlﬁini_.'~ 2 et

design. Give an’example for incorporating (1]

(10]

Give brief defs‘crip.tiéh_‘_(\;f GUIandwebpapges e & [10]

(b)  Explain seven stages oij.afitiﬁtl,audmtl:itég‘;iév_v;;;!s*gf processmg 3 [10]

Q4 (a)
users. _‘ i

Q5 (@

State and explain principles of

Explain six behavmralpa%temsmdeiaxls R [10]
(b) Diffé:entiaté'be‘twcen\Qua_i;tftaﬁyé\gﬁ@.

qualltatwe research in knowing the  [10]

Gestaltstheory Give example. [10]

) Provide suitable analysis ahd'__lﬁgcrfaé'c-uﬂ_ésj_gﬁ for state road transportation [10]

 System.

Q6 Write Short notes on 'fo11owiﬁg--(“zmy-i§_uf)ﬁ [20]

(a)  Statistical Graphics

®) Gﬁidz‘_iqte;,agd_l?éadback &

(c) 'I“ter"i_eWQuésﬁQné;

(d)" Goal Elirécte.d Design

(¢) Device based contro] -

(- Usability Design Principles

55381
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(3 hrs) Marks: 80

NB. (1) Question one is Compulsory.
(2) Attempt any 3 questions out of the remaining.
(3) Assume suitable data if required.

Q1. a) What are various issues of distributed system? ‘ 05
b) Suppose through experimentation it was verified that 70% of execution was 05
spent on parallelizable execution. What are the maximum speedup and

efficiency those can be achieved with 8 processors?
¢) Justify how Ricart-Agrawala’s algorithm optimized the Message overhead in 05
achieving mutual exclusion.
d) Give examples for the following message communication models 05
» Transient Synchronous
» Response based synchronous communication
» Transient asynchronous
« Persistent Asynchronous
« Receipt based communications

Q2. a) Brefthe different load estimation policies and process trénsfer policies used by 10

Load balancing algorithm.
b) Discuss the Structural and Data hazards in Pipeline architecture. Discuss any
one technique to control / mitigate them in detail. 10
Q3. a) Design and analyze 3-stage pipeline operations executing the following task: 10
Xn+Yn*Zn,forn=1,2,3,..,7.
b) Describe any one method of Logical Clock synchronization. 10

Q4 a) Clearly explain how Monotonic Read consistency model is different from Read 10
your Write Consistency model. Support your answer with suitable example
application scenarios where each of them can be distinctly used.

b) Discuss the need for process migration and the role of resource to process and 10
process to resource binding in process migration

Q5 a) Apply quicksort parallel algorithm for the following example: 10
16, 08, 33, 45, 25, 19, 53, 06
b) Differentiate between Distributed OS, Network OS and Middleware based OS 10

Q6 Write a note on any two of the following 20

a) Hadoop Distributed File System
b) Systolic Architecture
¢) RPC and RMI

sk sk ok sk ok s ok ok o ok sk ok ok ok
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Note: 1. Question | js compulsory

2. Answer an

y three out of remaining five questions.
3. Assume

any suitable data wherever required andjustify:fflié\jﬁsa:‘i;g

Ql a) Define Machine Learning (ML) Briefly explain thetype\gf leam;ng.

b) “Entropy is a thermodynamic function used to.me
Chemistry.” How do y

) State the principle of
d) Explain Bayesian Bel

ou suitably clarify the con ptpfeutropyin \
Occam’s Razar. Which ML algoritiim uses
ief Network w1thgaﬁxexample 3

e

Q2 a) Use the k-means clustering algoritﬂhtﬁ. and Eugﬁ'de
eight 8 examples into three clustgj:'sf_ GRS
Al=(2,10), A2= 2, 5), A3= 8, 4),

BTN

b) Compare and contrast;.ﬁiliﬂlefé;\f an
mechanisms of prediction. ..

Q3 a) Find predicted valueofyforbng ep
and RMSE using mm;egrasm

using Expectation -Maximization [10]
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Time: 03 Hours

Note: 1. Question | js compulsory

2. Answer any three out of remaining five questions, o,
3. Assume any suitable data wherever required andjustify"%hé‘gm\qfc.-

Ql a) Define Machine Learning (ML) Briefly explain the t pes of lé“;é;ﬁing,_ 2

Chemistry.” How do you suitably clarify the [ jqfé‘épﬁgfgx‘i{tii‘épyfi:ﬁfm‘

hl

¢) State the principle of Occam’s Razar. Which
) Explain Bayesian Belief Network with an examp

Q2 a)

YAl ‘ Tk
distance to cluster the

e

AL=@, 10), A2= 2, 5), A3= (8, 4),Ad= (5, 8) A
A8=(4, 9). Find the new centroid at every new
Assume initial cluster centers as
b) Compare and contrast;-i,jiﬁ&iib

mechanisms of prediction.
Q3 a) Find predicted value of Y for or

5= (7,5), A6
Very new point entry i
Adand A7 o

- ) Fiad the new revised rheta for th given
T | Vﬁﬁfhifn\’f‘l?aﬁbﬁ@ébbﬁﬁbr S
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b) “Entropy is a thermodynamic function used to,mgﬁsurathed}smdq »‘ “a system i

1 uses this principle?

=(6,4). A7= 1(1,2),
o the cluster group.

B |56m 7T | Paper / Subject Code: 52701 / Elective. 11 ) Machine Learning[ M A7 2019

oliowing [10]

egression w:tﬁregpect to their [10]

[10]
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Time: 3 Hours

Question No: 1 is Compulsory
Attempt any three from the remaining
Assume suitable data wherever necessary

Find Manhattan distance for the points X1= (1,2 2) xz (2 s 3}

How finding plagiarism in documents is a nearest nmghbor prohlem
Draw and Explain Bow-tie structure of web. ;mth /S

coe o

Explain how Hadoop goals are coveredm hadogi; dlst;nhuted ﬁle'syste;m RN 1 ool
Write pseudo code for Matrix vector Mulnghcatwn by MapReduce\- Hustrate -~ 10
with an example showing all the steps. - SR

a  The snapshot of 10 transactions is glyen“belaw ;For onhne shopp g that

generates big data. Threshold vgluq. 4 and’ Hash functmn——{x g)mo 10';: “
Tl ={1,2,3} T2 = : T3,

[— -]

T4 = {4,5, 6} T
T7 ={1,3,4} 'r&,;-&,{z RE
Find the frequent item sets: purchased for suqh plg'
algorithm. Analyse thememory reqmremg forit.
b Explain DGIM algorithm fo d ‘counting-ones m ‘stréam fh cxample 10

How recommenﬁat;on"s»‘ ne bas&,t 4SS _ _produci‘? Explam with 10
smtable examplc < ' : B S

10

1ﬁ'efent &mhll@ctural

’
i = i
o = e S ‘ e
pree e e LI e I
st

I ya;tems mN OSQL? Explam Graph data 10

store andCblumn Famﬂy Store patterns w‘-ﬁh relevant examples.
Exptam Gi \amNeWman algorithm to. m bSQcm”l Graphs 10
& RS N
10

&
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